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Abstract

We survey and outline how an agent-centered,
information-theoretic approach to meaningful informa-
tion extending classical Shannon information theory by
means of utility measures relevant for the goals of par-
ticular agents can be applied to sensor evolution for real
and constructed organisms. Furthermore, we discuss the
relationship of this approach to the programme of free-
ing artificial life and robotic systems from reactivity,
by describing useful types of information with broader
temporal horizon, for signaling, communication, affec-
tive grounding, two-process learning, individual learn-
ing, imitation and social learning, and episodic experi-
ential information (memories, narrative, and culturally
transmitted information).

Meaningful Information & Sensor

Evolution

This paper is a review and programmatic statement on
the notion of meaningful information for organisms as
temporally grounded entities. Our focus is information
(in the sense of Shannon) as it is or might be employed by
embodied organisms. We draw a circle from the level of
reactively processed sensory information between organ-
ism and environment up through many different time-
scales. The fact that an organism is able to perceive or
be influenced by a given signal reveals the potential for
that signal to be important to the agent. The fact that
a biological agent has sensors that can detect any of a
particular class of signal, such as eyes that respond to
light in a certain range of wavelengths, is evidence that
it is useful to do so. Similarly, effector channels, carry-
ing information for acting on the world and for produc-
ing signals, have evolved. Sensoric and actuating chan-
nels are means for an organism to interact with and ma-
nipulate its world. Information can only be said to be
meaningful with respect to a particular embodied organ-
ism; it then traverses such channels and is statistically
helpful to the organism (Nehaniv & Dautenhahn 1998a;
Nehaniv 1999a). It can be studied as such with tools
of mathematical information theory (Nehaniv 1999a;
Nehaniv, Dautenhahn, & Loomes 1999; Polani, Mar-
tinetz, & Kim 2001a; Tishby, Pereira, & Bialek 1999).

Organisms exist, live, act and reproduce in the field of
time. Details of the fine temporal structure of an organ-
ism’s behavior and enaction in the world, via its body,
its sensing, and its acting, are crucial for an embodied
artificial life perspective (Varela, Thompson, & Rosch
1991). The usefulness of such information to an organism
may arise at various levels of increasing temporal scope:
reactive, affective and/or learning, and episodic expe-
riential information (Nehaniv, Dautenhahn, & Loomes
1999). See Table 1. As the temporal horizon of the
relevant information that organisms use increases, this
meaningful information may more profoundly affect the
internal milieu, learning, the development and archi-
tecture of the organism. Acquisition of such informa-
tion, increasingly temporally removed from the immedi-
ate present (‘the now’), also requires the use of sensors
and impacts on communication channels between organ-
isms, and, in some organisms, possibly on social learning
and cultural traditions. The maintenance and applica-
tion of this information generally requires a correspond-
ing internal elaboration of mechanisms, ‘cognitive ca-
pacity’ for learning, remembering, and representation of
meaningul episodic information (whether symbolically,
in internal dynamics, or encoded externally). One of the
most impressive incarnations of the power of evolution is
the adaptation of sensors. Information potentially use-
ful to a biological (or artificial) organism in attaining
its goals (e.g. homeostasis, survival, reproductive suc-
cess, or maximizing a utility function) may play a crucial
role in the evolution of sensors including the channels
on which they focus; this holds as well for actuators by
which the organism acts in the world, as well as for the
internal architecture of the organism and how it exploits
information (Nehaniv 1999a; Nehaniv, Dautenhahn, &
Loomes 1999; Dautenhahn, Polani, & Uthmann 2001;
Polani, Martinetz, & Kim 2001a; Liese, Polani, & Uth-
mann 2001). From chemical, olfactory, tactile, auditory
to active (sonar), photoreceptive and general electrical
and magnetic sensors, many sensoric channels are ex-
ploited to provide useful information to living agents.1

1The development of photoreceptors (“eyes”) shows a
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Central to all these observations is the universality of
exaptation in evolution in the sense that anatomical fea-
tures and sensoric units are continually reused and reas-
signed for different sensoric tasks.2 Equally important
is also the observation that sensing is intimately con-
nected with the appropriate processing of sensed infor-
mation. Sensors are temporally immediate means pro-
viding access to meaningful information, but there exist
other types of meaningful information of broader tem-
poral scope (Table 1). The existence of channels of
meaningful information is not given a priori as in the
case of information theory. On the contrary, a formal
approach to meaningful information allows one to ad-
dress how such channels come into existence and evolve.
By identifying sources and targets of information useful
to agents, one has candidate endpoints of a channel of
meaningful information. Over time, especially evolution-
ary time, channels of useful information need not remain
static; however, sensory adaptation is limited by various
trade-offs.3

An Information-Theoretic Notion of Relevant In-

formation. An organism has to capture information
from its environment via its sensors. The resources,
information acquisition, as well as information process-
ing of organisms are limited, in principle. It is there-
fore central to introduce an information measure that
only relates to information relevant to the agent. The
formalization of such a concept of relevant informa-
tion is a central necessity to be able to develop an

variety of approaches to solving different perceptual prob-
lems with 40–60 independent lines of descent and a variety
of developmental levels (v. Salvini-Plawen & Mayr 1977;
Liese, Polani, & Uthmann 2001). For example, the chameleon
eye determines distances by active focusing (Ott & Schaef-
fel 1995), while pseudo-optical infrared sensors of pit vipers
evolved from skin innervation common to most vertebrates
(Noble & Schmidt 1937). There is a significant selection
gradient towards complex eye structures (Nilsson & Pelger
1994).

2Some amphibians use their lungs to hear (Hetherington
& Lindquist 1999). Among flies (which usually cannot hear)
the parasitic fly Ormia ochracea uses sensory organs which
originally served to determine the head position as auditory
sensors by which it determines the direction of the chirping
of its host (Lakes-Harlan & Heller 1992).

3Perhaps the most directly “Heisenbergian” one is that
between temporal and spatial resolution. For instance, flies
have a higher temporal, but a lower spatial resolution than
humans (Kortmann, Postma, & van den Herik 2001). Such
trade-offs can arise due to aspects of light sensitivity, the
necessity of depth perception, but interestingly also due to
energetical causes. For example, information processing re-
quires a certain degree of energy dissipation, of which the
theoretical fundamental limit is given by thermodynamics on
the quantum level (Bennett & Landauer 1985); in living sys-
tems the underlying “machinery” has a basal metabolic rate
which determines the minimal rate of heat dissipation. (Ko-
rtmann, Postma, & van den Herik 2001) show that the ne-
cessity to dissipate excess heat created during the capture of
visual information is a significant limiting factor.

information-theoretical approach to understand the sen-
sory processing of embodied organisms. In contrast to
(Howard 1966)’s “information value”, our notion is in-
herently information-theoretical and can be measured in
bits; moreover, going further than standard practice in
the field of animal communication, which also takes an
information-theoretic approach, e.g. (Bradury & Vehren-
camp 1998), we systematically relate information to util-
ity for an organism. Meaningful information is defined
here as 1) information in interaction games between an
organism and its environment or between organisms me-
diated with respect to their own sensors and actuators
and as 2) useful for satisfying homeostatic and other
drives, needs, goals or intentions (Nehaniv 1999a).4 In
particular, meaningful information need not be linguisti-
cally nor even symbolically mediated. It may or may not
involve representations, but must arise in the dynamics
realizing the agent’s functioning and interaction in its
environment (cf. the notion of ‘structural coupling’ of
(Maturana & Varela 1992)), supporting adaptive or self-
maintaining or reproductive behaviors, goals, or possibly
plans.5 Under evolution, sensor and actuator channels
used in recurring types of interaction games will over
generations to some degree be optimized in order to bet-
ter achieve survival and reproduction, cf. (Adami, Ofria,
& Collier 2000).

The simplest way to introduce usefulness to an agent
is via a utility measure. Measuring the information-
theoretic value of mutual information between the utility
function and sensory information can guide behavior se-
lection (Polani, Martinetz, & Kim 2001a). Moreover, it
can provide feedback on the efficacy of the sensory in-
formation channel and thus guide the direction of mod-
ification, adaptation, or evolution of the channel itself
(Nehaniv 1999a; Polani, Martinetz, & Kim 2001a). In
the information bottleneck principle of (Tishby, Pereira,
& Bialek 1999), relevance related to a random variable
X (which one can interpret as the state of a system) is
modeled by a relevance indicator variable Y , also a ran-
dom variable, which is jointly distributed with X . Y can

4See (Nehaniv 1999a; Nehaniv, Dautenhahn, & Loomes
1999) for a discussion of the relationship of interaction games
to language games (in the sense of Wittgenstein), and notions
of semiosis (in the sense of Peirce) as a more appropriate
model for an agent-based perspective on meaningful infor-
mation than naive, “objectivist” notions of semantics.

5Similarly, these considerations apply to software agents,
which might in a sense be considered embodied with respect
to their particular environments as long as mutually perturb-
ing channels exist between the agent and its environment
(this ontology-independent definition of embodiment is due
to (Quick et al. 1999)), with degree of embodiment measur-
able according to the complexity of the dynamics occurring
between the two. The systematized, dynamic behavior of the
system of agents and environment in such a case is referred
to as an interaction game. Generalizing the ideas of Wittgen-
stein we say meaning of the signals can be and can only be
defined in terms of their usage in interaction games.
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be seen as a (supervised) soft labeling of the states X . In
this model, the relevance is completely modelled by Y .
In other words, any feature in X is made relevant or ir-
relevant by being able to reflect the state of Y . (Tishby,
Pereira, & Bialek 1999) therefore call the mutual infor-
mation I(X ; Y ) := H(X) − H(X |Y ) (with H(X) the
entropy of X and H(X |Y ) the conditional entropy of X

given Y ) the relevant information in X . The informa-
tion bottleneck principle now searches for a compressed
random variable X̂, obtained by a probabilistic mapping
from X via a conditional mapping p(x̂|x). The mapping
is chosen so that it compresses the information in X as
far as possible (i.e. it minimizes I(X ; X̂)) while keeping
the relevant information in X̂, i.e. I(Y ; X̂) at a constant
level. Thus, it attempts to derive the most compact rep-
resentation of relevant information (represented by Y )
from the state X . If I(Y ; X̂) = I(Y ; X), compressing X

into X̂ does not lose any relevant information, and X̂ is
fully informative with respect to the relevance indicator
variable Y .

In the information bottleneck model, Y is given ex-
ternally, e.g. by manual labeling. How can we obtain a
relevance indicator variable in the setting of agent mod-
eling? For an organism, the choice of the right action
is relevant. It is therefore natural to consider the choice
of actions as relevance indicator variable (Polani, Mar-
tinetz, & Kim 2001b). Thus, for an agent model, Y is
chosen as a random variable over the set of actions. To
construct the probabilities for this random variable, one
assumes a utility function U(x, y) to be associated with
an action y taken in a state x. From this utility, a joint
conditional distribution p(y|x) modeling the selection of
an action y in a state x can be directly constructed by
equiprobable selection of an optimal action in a given
state (Polani, Martinetz, & Kim 2001a). Given an a pri-
ori distribution p(x) for the states, one obtains a joint
distribution for X and Y via p(x, y) = p(y|x)p(x), from
which e.g. the relevant information for an agent I(X ; Y )
can be computed.6 In the context of sensor evolution, X

plays the role of the environment and X̂ plays the role of
the information transmitted by the sensors. The sensoric
state X̂ attempts to carry only relevant information and
to discard the rest. This is – from a mathematical point
of view – the principle that we believe underlies sensor
evolution and governs its direction.7

6Unlike in the original information bottleneck principle,
in the agent modeling view, the joint distribution of X and
Y is not assumed a priori, but has to be constructed from
the utility function.

7NB: Y models an action space. This space is usually
much smaller than the typical sensor state space. In prin-
ciple, with the present concept of relevant information, one
would expect a much smaller sensor state space. However, the
present version of the concept does not yet model temporal
aspects of the perception-action cycle (but cf. the automata-
theoretic approach of (Nehaniv 1999a; Nehaniv & Dauten-
hahn 1998b)). Such aspects will add complexity into the ac-

The Temporal Horizon of Organisms

The common feature of learning and memory is that they
provide ‘extrasensory’ meaningful information by which
an organism may modulate or guide its immediate or fu-
ture behavior. With generally smaller temporal scope,
this also occurs with moods and emotions. Remember-
ing involves simple or complex episodic structure, and
so communication of narrative (state-histories, memo-
ries, or stories) between agents can provide ‘extrasen-
sory’ channels of meaningful information.8 (See also Ta-
ble 1). Martin Heidegger (Heidegger 1972) saw the state
of man as being as situated in the Now, being here in
the imminence of the Future in relation to the imping-
ing Past. This temporal horizon seems extremely broad
in humans compared to other animals, as is evidenced
by our emotions such as hope and regret, concern with
planning for future actions and story-telling about past
or imagined events. Affect may combine with learning
to provide further flexibility and widening of the tempo-
ral horizon. Extrasensory data from social learning and
from narrative and historical temporal grounding help
an organism escape from the present in its perception-
action cycle.

Reactivity is the control of action based immediately
on information from stimuli present in the surrounding
environment with minimal use of internal state informa-
tion. This works well for very simple behaviors such as
obstacle avoidance. It even appears to be of primary
importance in living systems. But for more complex be-
haviors a wider temporal scope in order to better con-
textualize actions is needed. The simplest behaviors are
grounded in homeostasis, the property of biological sys-
tems to maintain key aspects of the internal milieu and
interaction with the external environment within narrow
ranges of important parameters. Here, drives realize in-
ternal informational signals (e.g. hormones), to modu-
late behavior. Emotions carry information that may be
useful in behavior selection and learning, further freeing
a biological agent from the lowest levels of blind reactiv-
ity. Information arising from experiences directly of the
robot, animal or other agent itself are called “first per-
son”; the experience of another is “second person” when
this related to oneself; and “third person” information is
information about objects and events from a completely
external standpoint (Nehaniv 1999b). Attribution of in-
tentions and extracting useful information from the be-
havior of a second person proceeds via some or all of: 0)
recognition of the other as a potential interaction partner
(rather than a non-agentive object); 1) the recognition

tion and longer term behavior selection mechanisms, and re-
quire the consideration of memory and information of broader
temporal scope in the calculation of relevant information (see
below).

8We use the term “story” to refer to meaningful episodic
information, although this substantially generalizes the usual
(human-centric) notion.
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of another agent as similar to the first person partner;
2) relating first person meaningful information in the
present (current state) to the second person, which may
make its actions, displays and signals (behavior) use-
fully interpretable; 3) relating first person past or tempo-
rally removed experience (narrative, stories, or history)
to the second, attributing to the second person a his-
torical groundedness and biography. Some cases of (2)
are called empathic resonance, and are situated in the
now, while some cases of (3) involve a wider temporal
horizon – extending from the past toward the now and
from the imminent future toward the now; these cases
are called biographic reconstruction (Dautenhahn 1997;
Nehaniv & Dautenhahn 1998a). Agents capable of dy-
namically reconstructing the biographies (histories) of
the self and/or others during their life times are called
autobiographic agents (Dautenhahn 1996; 1998). Inter-
action and communication between situated agents often
carries second person information. Social learning and
imitation can be used in the immediate temporal con-
text to acquire behavioral competencies from others to
be usefully applied later (see (Dautenhahn & Nehaniv
2002)). The communication of experiential episodic in-
formation (in whatever form) can be viewed as a general-
ization of “story-telling” or narrative intelligence, allow-
ing organisms to benefit from one another’s temporally
removed experiences. In the intra-agent case this leads
to a notion of remembering the agent’s own useful expe-
riences, and in the inter-agent case to story-telling and
benefit from ‘listening to’ others’ experiences.
Affect in Embodied Organisms. The reward or cost
of experiencing reinforcing stimuli provide a uniform di-
mension along which an embodied organism may assess
the result or desirability of action. Most attempts to
introduce ‘emotion-parameters’ into AI systems can be
seen as an attempt to solve the well-known contextu-
alization problem in AI and robotics, i.e. to transcend
simple reactivity by allowing the settings of parameters
to modulate behavior, so as to respond appropriately to
the given context. (Darwin 1872) realized the impor-
tance of emotions and their expression in animals, and
his lead has been followed by recent builders of artificial
systems.9 The feeling of experience (qualia) is to be dis-
tinguished from operational notions of taxis/tropisms,
drive, emotion: Taxes and tropisms are ‘hard-wired’ ap-
proach or avoidance behaviors in response to stimuli, e.g.
turning toward light (in plants), or moving up a gradi-
ent of food (E. coli) or pheromone concentration. The
behaviors are stereotyped and not instrumentally arbi-
trary, i.e. the agent does not employ and cannot even be
trained to employ alternative strategies of behavior in

9Emotion systems involved in feedback control of situ-
ated agents may serve to provide the grounding for embodied
agents in the body/environment coupling (Cañamero 2001;
Cañamero & Petta 2001).

response to the stimulus but reacts in a fixed manner.
Drives are homeostatic and instinctual mechanisms of
internal motivational change or modulators of behavior
in response to internal aspects of state: hunger, thirst,
sex drive, maintaining temperature and other variables
within acceptable ranges while interacting to the envi-
ronment. Reinforcing stimuli are those which an organ-
ism will work to obtain or continue (positive reinforcing
stimuli), or will work to avoid or terminate (negative re-
inforcing stimuli). In experimental psychology, this con-
stitutes an operational definition for the identification
of stimuli as positively or negatively reinforcing. Some
stimuli are reinforcing innately, i.e. by the design, nature,
or default structuring of the agent, and are referred to
as primary reinforcers. A neutral stimulus associated
(by Hebbian learning) with a reinforcer becomes a con-
ditioned reinforcer if the agent will either work to obtain
or avoid it.
Emotion and Learning. Emotions for animals can
be defined as changes in state in response to reinforcing
stimuli (Gray 1975; Rolls 1999). Since the definition of
reinforcer is operational, so is this definition of emotion.
We observe that this formal definition also makes sense
for artificial agents. Studies of emotion reveal that two
dimensions are extremely relevant in what is understood
to be required for emotion: first, emotions are valenced,
they are either good or bad, pleasant or unpleasant; and
second, they have degree (level of intensity). Since emo-
tions are changes in state elicited by reinforcing stimuli,
their valence and degree can serve as measures of the
[un]desirability of pursuing a course of action that leads
to further stimuli. In particular, the course of action to
take for obtaining or avoiding a reinforcing stimulus is
not encoded in either the valence or degree of the emo-
tion, yet the agent can take this valence and degree as
a guide to suggest a course of action: to work (by un-
specified actions) either to obtain or to avoid a stimu-
lus. How the agent works to obtain a stimulus can be
to choose to invoke more general strategies and behav-
iors generically applicable to large classes of situations:
e.g. approach, grab, flee, hide. In this way, stimulus and
response are de-coupled and the relations for behavior
in response to a stimulus are modifiable, dynamically
learnable and reconfigurable. The common currency of
emotion can serve to modulate the control of the agent
and to motivate or suppress certain responses in its inter-
action with the world. This provides a mechanism for a
two-process theory of learning (Mowrer 1960; Gray 1975;
Rolls 1999). A full implementation of two-process learn-
ing in constructed agents remains to be achieved. Emo-
tions provide the utility information regarding different
reinforcing stimuli and courses of action related to them,
i.e. relevance information which might not be immedi-
ately accessible to sensors. Affective information is an
analogue to sensory information but is pushed further
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“inside the body” and can have broader temporal scope
for directing action and for learning than direct sensory
experience.
Experiential Episodic Information. The prob-
lem of communicating episodic information can be ap-
proached by the passing of expressions (e.g., histori-
cal ‘expanded’ sequences of salient events). Such ex-
pressions (‘histories’) may refer to the agent’s own ex-
periences or the experiences of another agent. Pass-
ing such an expression corresponds to revealing part
of one’s autobiography or, more generally, to telling
a story. Algebraic, but not yet information-theoretic,
methods have been applied to communicating experien-
tial episodic information (Nehaniv & Dautenhahn 1998b;
1998a). Such ‘story-telling’ is a basic element of remem-
bering and re-construction of experiences of one agent,
and is a central element in social communication of ex-
perience. Giving artificial social agents such a capacity
could result in historically embedded artifacts and could
help release them from the lowest levels of reactivity.

Worlds of experience have temporal horizons limited
in various ways: 1) reactive systems – nearly completely
limited to the now, respond quickly, with only minimal
impact of internal state; 2) affective systems – systems
whose drives, motivations, and emotions (as formally
defined above) modulate their attainment of the goals
(such as survival) and help contextualize behavior; 3)
learning / affective systems – systems like those of type
(2) which employ learning (e.g. two-process learning) – of
course, learning without affect can and has been added to
systems of type (1); 4) post-reactive temporally grounded
systems acting with respect to a broad temporal horizon,
story-telling and remembering systems, autobiographic
agents, systems with various higher degrees of social and
narrative intelligence. See Table 2. Post-reactive Arti-
ficial Life can be approached using encoded experiential
episodic information to capture the temporal nature of
being. Histories, memories, and shared stories must be
grounded in the interaction games and channels of mean-
ingful information for the particular agent. In a con-
structive biology of post-reactive systems, the sky over
a broad temporal horizon opens for behavior arbitration
to take better advantage of prior experience, anticipa-
tion, and future goals of the self and others, as well as
demonstrated actions, or salient experience remembered,
observed, or communicated.
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distant own recent immediate now imminent near own far
past past past past future future future future

self autobiographical moods & emotions homeostasis & emotions individual individual
remembering short-term & drives autopoiesis & drives learning plans

memory

others culture biographical expression emotions communication emotions intention group ideologies
& stories reconstruction reading & drives & signaling & drives reading, plans

imitation
& social
learning

objects / long-term tracking emotions sensors & emotions predictive reason
goals memory & drives effectors & drives anticipation

Table 1. Possible Temporal Horizons for Information Useful to an Organism vs. Focus of Information.

Illustration of forms of information possibly useful for particular embodied organisms at various levels of temporal scope, directed towards self, others, or objects/goals.
Sensory and effector information in organismal pathways generally has small temporal scope, close to the ‘now’.
Affective information (emotions and drives) modulates behavioral control within a limited temporal scope.
Simple forms of learning, such as reinforcement learning, and immediate imitation appear to have a slightly broader temporal scope.
(However, some affective phenomena, related to learning and episodic information, may have extremely broad temporal scope.)
Episodic information may have still larger temporal scope, focusing on experiences of the self (memories, remembering, autobiographic information)
or the experience of others (imitation, social learning, episodic memory, stories, narrative, culturally transmitted
information); plans represent future-directed episodic information.

distant own recent immediate now imminent near own far
past past past past future future future future

post- post- affective / affective reactive affective affective / post- post-
reactive reactive learning learning reactive reactive

Table 2. Possible Temporal Horizons for Organisms Employing Useful Information of Differing Scope.

Reactive Organisms: information in sensory and effector pathways generally has small temporal scope, yielding immediate responses.
Affective and Learning Organisms: emotions and drives modulate behavioral control within a small temporal scope, reinforcement learning,
two-process learning (see text).
Post-reactive Organisms: Experiential episodic information with larger temporal scope, focusing on experiences (memories, remembering,
auto-/biographic information, cultural knowledge, plans)


